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ABSTRACT
To ensure that magnetohydrodynamical (MHD) turbulence simulations accurately reflect the physics, it is critical to understand
numerical dissipation. Here we determine the hydrodynamic and magnetic Reynolds number (Re and Rm) as a function of
linear grid resolution 𝑁 , in MHD simulations with purely numerical viscosity and resistivity (implicit large eddy simulations;
ILES). We quantify the numerical viscosity in the subsonic and supersonic regime, via simulations with sonic Mach numbers
of M = 0.1 and M = 10, respectively. We find Re = (𝑁/𝑁Re) 𝑝Re , with 𝑝Re ∈ [1.2, 1.4] and 𝑁Re ∈ [0.8, 1.7] for M = 0.1, and
𝑝Re ∈ [1.5, 2.0] and 𝑁Re ∈ [0.8, 4.4] for M = 10, and we find Rm = (𝑁/𝑁Rm) 𝑝Rm , with 𝑝Rm ∈ [1.3, 1.5] and 𝑁Rm ∈ [1.1, 2.3]
for M = 0.1, and 𝑝Rm ∈ [1.2, 1.6] and 𝑁Rm ∈ [0.1, 0.7] for M = 10. The resulting magnetic Prandtl number (Pm = Rm/Re) is
consistent with a constant value of 1.3±1.1 for M = 0.1, and 2.0±1.4 for M = 10. We compare our results with an independent
study in the subsonic regime and find excellent agreement in 𝑝Re and 𝑝Rm, and agreement within a factor of ∼ 2 for 𝑁Re and 𝑁Rm
(due to differences in the codes and solvers). We compare these results to the target Re and Rm set in direct numerical simulations
(DNS, i.e., using explicit viscosity and resistivity) from the literature. This comparison and our ILES relations can be used to
determine whether a target Re and Rm can be achieved in a DNS for a given 𝑁 . We conclude that for the explicit (physical)
dissipation to dominate over the numerical dissipation, the target Reynolds numbers must be set lower than the corresponding
numerical values.
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1 INTRODUCTION

Turbulence is a critical physical process, with relevance in weather
prediction, climate models, the oceans (Gargett 1989; Sohail et al.
2019), in engines, industrial burners, and turbines (Giusti & Mas-
torakos 2019; Leggett et al. 2022), as well as in the aerospace (Park
et al. 2022) and automotive industries (Igali et al. 2019). However, tur-
bulence also plays a crucial role in astrophysical systems, especially
in the interstellar medium of galaxies (Ferrière 2001; Elmegreen &
Scalo 2004; Mac Low & Klessen 2004; McKee & Ostriker 2007;
Hennebelle & Falgarone 2012), with particular relevance for star
formation (Padoan et al. 2014; Federrath 2018).

Turbulence is intrinsically three-dimensional (3D) and complex,
with non-linear interactions being a key to generating turbulent flows,
which are impossible to tackle via analytic calculations. Thus, we
rely on numerical solutions of the turbulent systems by solving the
governing magneto-hydro-dynamical (MHD) equations on a set of
particles or grid cells (e.g., Price & Federrath 2010), via discretisation
of the continuous fluid equations.

Discretisation of the MHD equations in time (time-step) and
space (grid-size) introduces second-order difference terms that have
viscous-like effects, particularly in regions where strong gradients
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(shearing motions or shocks) are present. These numerical effects
are often referred to as numerical viscosity and numerical resistivity,
because their mode of operation is similar to that of physical vis-
cosity and resistivity. The physical (explicit) terms may be included
in numerical simulations (Laney 1998; Bodenheimer 2007; Schmidt
& Federrath 2011; Waagan et al. 2011; Dumbser et al. 2019), how-
ever, the numerical (implicit) contributions to dissipation are always
present as well.

Magnetic fields are an essential component in astrophysical sys-
tems over a wide range of scales spanning from planets (Stevenson
2003; Jones 2011; Kochukhov 2021) to stars (Federrath 2015; Sharda
et al. 2021), galaxies (Ruzmaikin et al. 1988; Beck & Wielebinski
2013; Seta et al. 2021), accretion discs around black holes (Penna
et al. 2010; Zamaninasab et al. 2014), and even the early Universe
(Subramanian 2010; Sur et al. 2010). These magnetic fields are sub-
ject to interaction with the fluid motions, including reconnection
events (Lazarian et al. 2020). Furthermore, magnetic fields can be
amplified in turbulent systems by a mechanism called the ’turbulent
dynamo’, by converting turbulent kinetic energy to magnetic en-
ergy (Widrow 2002; Brandenburg & Subramanian 2005; Kulsrud &
Zweibel 2008; Federrath 2016; Rincon 2019; Achikanath Chirakkara
et al. 2021; Seta & Federrath 2020, 2022; Hew & Federrath 2023).

In turbulent fluids, energy transfers from large to small scales (Kol-
mogorov 1991a; Frisch 1995; Goto 2008). As the energy cascades
to smaller scales, it eventually reaches a spatial scale where it is dis-
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sipated due to the effects of viscosity and resistivity (Kolmogorov
1991b; Ertesvåg & Magnussen 2000). The Fourier wave numbers as-
sociated with these dissipation scales are called viscous dissipation
wave number 𝑘𝜈 and resistive dissipation wave number 𝑘𝜂 , respec-
tively. The corresponding hydrodynamic Reynolds number (Re) is
defined as

Re =
𝑢turb ℓturb

𝜈
, (1)

where 𝑢turb is the fluid turbulent velocity dispersion at the turbulence
driving scale ℓturb = 2𝜋/𝑘turb, with 𝑘turb being the turbulence driving
wave number, and 𝜈 is the kinematic viscosity of the fluid. Eq. (1)
characterises the relative contribution of inertial forces to viscous
forces in a fluid flow.

Similarly, the magnetic Reynolds number (Rm) is defined as

Rm =
𝑢turb ℓturb

𝜂
, (2)

where 𝜂 is the magnetic resistivity. Eq. (2) represents the ratio be-
tween the induction forces and magnetic dissipation.

The magnetic Prandtl number (Pm), which controls the scale sep-
aration between 𝑘𝜈 and 𝑘𝜂 , is given by

Pm =
Rm
Re

. (3)

Together, Re, Rm, and Pm, represent the main plasma parame-
ters, crucially controlling the dynamics, structure, and evolution of
magnetised turbulent flows, and thus, it is critical to know them.

The degree of numerical viscosity (𝜈𝑁 ) or resistivity (𝜂𝑁 ) must
be sufficiently lower than the chosen explicit viscosity (𝜈) or resistiv-
ity (𝜂), i.e., 𝜈 > 𝜈𝑁 and 𝜂 > 𝜂𝑁 , for a simulation to avoid excessive
smearing of features or over-damping of the flow. Otherwise, the
physical state of the system significantly deviates from the expec-
tations set by explicit viscosity or resistivity (Thornber et al. 2007;
Obergaulinger et al. 2009; Rembiasz et al. 2017). This implies that
the associated numerical Reynolds numbers must be greater than the
explicit Reynolds numbers.

The problem faced in numerical simulations is that the lower the
grid resolution, the greater will be the effects of numerical dissipa-
tion. We know that the spatial scales 𝑙𝜈 = 2𝜋/𝑘𝜈 and 𝑙𝜂 = 2𝜋/𝑘𝜂 ,
at which kinetic and magnetic dissipation occurs, are directly related
to the corresponding dissipation terms (viscosity 𝜈 and resistivity 𝜂).
Therefore, the lower the target viscosity, the greater the grid reso-
lution required to resolve the spatial scale to capture the dissipation
range of the turbulent fluid (Haugen et al. 2004a; Balsara et al. 2004;
Schekochihin et al. 2005; Federrath et al. 2011b). One way to esti-
mate the effects of numerical viscosity and resistivity of a simulation
is to perform convergence tests. By running several simulations with
increasing 𝑁 , the resulting numerical 𝜈𝑁 and 𝜂𝑁 are reduced until
the target explicit 𝜈𝑁 < 𝜈 and 𝜂𝑁 < 𝜂. However, resolution studies
are time-consuming and computationally costly.

Thus, even though the target (explicit) Reynolds number is set for
a simulation, we have to ensure that the grid resolution of the simu-
lation is sufficient to capture the dissipation range set by the explicit
dissipation terms. If not, the effects of the numerical dissipation will
dominate and the Reynolds number of the simulation will techni-
cally be the numerical Reynolds number and not the target Reynolds
number. Therefore, it is critical to have an estimate of the numerical
viscosity or resistivity corresponding to a particular grid resolution.

Therefore, in this study, we determine the Reynolds numbers and
characteristic dissipation wave numbers associated with numerical
viscosity and resistivity for a given linear grid resolution 𝑁 , by study-
ing their variations with 𝑁 , and establishing empirical relations for

ideal MHD simulations. This provides us with estimates of the numer-
ical viscosity and resistivity for a given 𝑁 , thereby verifying whether
the target Reynolds numbers as per expectation can be achieved.

In Section 2, we introduce our simulation methods, suite of sim-
ulation models, and describe the formulations for fitting kinetic and
magnetic spectra, to extract the dissipation scales. Section 3 presents
the main results, including the time evolution of the simulations, the
spatial structure of the gas and magnetic field, as well as the spectral
analysis that allows us to extract the viscous and resistive dissipation
scales. In Section 4, we convert the measured dissipation scales to
their respective Reynolds numbers, and provide models for their de-
pendence on the numerical grid resolution. In Section 5 we compare
our results to a similar study that was limited to the subsonic regime
of turbulence, and we set our results in the context of simulations
in the literature that explicitly aim to control the Reynolds numbers.
We summarise our results in Section 6.

2 METHODS

2.1 Simulations

2.1.1 Basic Equations

We consider the ideal, compressible magnetohydrodynamic equa-
tions (MHD) for isothermal plasma, given by

𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌u) = 0, (4)

𝜌

(
𝜕

𝜕𝑡
+ u · ∇

)
u =

1
4𝜋

(B · ∇)B − ∇𝑃tot + ∇ · (2𝜈𝜌S) + 𝜌F, (5)

𝜕B
𝜕𝑡

= ∇ × (u × B) + 𝜂∇2B, (6)

∇ · B = 0, (7)

where 𝜈 is the kinematic viscosity, 𝜂 is the magnetic resistiv-
ity, 𝜌 is the fluid density, u is the fluid velocity, B is the mag-
netic field, 𝑃tot = 𝑃th + |B|2/(8𝜋) is the total pressure, with
the thermal pressure 𝑃th = 𝑐2

s 𝜌 (𝑐s is the constant speed of
sound) and the magnetic pressure |B|2/8𝜋, and F is the turbu-
lent acceleration field (discussed in §2.1.2). The strain rate tensor
𝑆𝑖 𝑗 = (1/2) (𝜕𝑖𝑢 𝑗 + 𝜕 𝑗𝑢𝑖) + (2/3)𝛿𝑖 𝑗∇ · u in the momentum equa-
tion, Eq. (5), incorporates the viscous dissipation rate. The energy
equation is not included because the fluid is isothermal.

In the ideal-MHD case, 𝜈 and 𝜂 are set to zero in the equations
above, i.e., the respective dissipation terms are not included. How-
ever, as discussed in the introduction, numerical dissipation is always
present, because the system of equations is solved in a discretised
way, i.e., here on a numerical grid with 𝑁3 grid cells. These cells
have a finite spacing, which gives rise to numerical viscosity and
resistivity. However, the numerical dissipation in grid-based codes
has a similar effect as to what is mathematically described by the
physical dissipation terms in Eqs. (5) and (6), i.e., ∇ · (2𝜈𝜌S) and
𝜂∇2B, however, with effective values of 𝜈 and 𝜂 that depend on
𝑁 . Therefore, throughout our study, 𝜈 and 𝜂 refer to the numerical
viscosity and resistivity, respectively, unless otherwise stated.

We solve Eqs. (4)–(7) with a modified version of the FLASH code
on a uniformly discretised, triply-periodic, 3D grid with a box size
length of 𝐿, for 6 numerical resolutions (total number of grid cells
𝑁3), with 𝑁 = 72, 144, 288, 576, 1152 and 2304, by utilising the
HLL5R, 5-wave, approximate Riemann solver (Bouchut et al. 2007,
2010; Waagan et al. 2011).

MNRAS 000, 1–19 (2023)



Numerical viscosity and resistivity 3

2.1.2 Turbulence Driving

To drive turbulence, we use the Ornstein-Uhlenbeck process
(Eswaran & Pope 1988; Schmidt et al. 2006; Federrath et al. 2010)
implemented in the publicly available TurbGen (Federrath et al.
2022) code, which generates the turbulent acceleration field F in
Eq. (5).

The turbulence driving amplitude is a paraboloid in Fourier space
(with wave number 𝑘), which peaks at 𝑘 = 𝑘turb = 2, where we
measure 𝑘 in units of 𝑘box = 2𝜋/𝐿, and the amplitude is set to 0 for
𝑘 ≤ 1 and 𝑘 ≥ 3. The driving amplitudes are adjusted such that the
desired sonic Mach number (M = 𝑢turb/𝑐s) is 0.1 for the subsonic
regime and M = 10 for the supersonic regime, respectively.

Here we use purely solenoidal (divergence-free) driving of the
turbulence, as it is traditionally used for subsonic (incompressible)
studies of turbulence, and we aim to compare to such studies later
in §5. For consistency we use the same driving (solenoidal) for the
supersonic set of simulations. We note that we do not expect that our
results depend on the turbulence driving mode, and leave a possible
investigation of this aspect to a future study.

2.1.3 Initial Conditions and Simulation Parameters

We describe the following physical quantities in dimensionless units,
with 𝑐s = 1 and 𝜌0 = 1, the latter being the initial uniform density.
Thus, u is in units of 𝑐s, 𝜌 is in units of 𝜌0, B is in units of 𝑐s𝜌

1/2
0 ,

and the dissipation wave numbers 𝑘𝜈 and 𝑘𝜂 are in units of 𝑘box. In
fact, throughout the study, all wave numbers are reported in units of
𝑘box.

We initialise a turbulent magnetic field with zero net flux, i.e.,
without a mean field. The fluctuating magnetic field is generated
with TurbGen (Federrath et al. 2022), in analogy to the turbulence
driving field, i.e., with a parabolic Fourier amplitude spectrum over
1 ≤ 𝑘 ≤ 3 (as described in §2.1.2). We set the root-mean-squared
magnetic field value to 𝐵 = 3.54491𝑒 − 11 and 𝐵 = 3.54491𝑒 − 9
for the M = 0.1 and M = 10 simulations, respectively. These values
give an Alfvén Mach number (ratio of turbulent velocity to Alfvén
speed) of MA = 𝑢turb/𝑣A = 1010 for all simulations, based on
𝑢turb = 0.1 and 10 for the subsonic and supersonic simulations
sets, respectively. The respective values of plasma beta are 𝛽 =

𝑃th/𝑃mag = 6.5×1022 forM = 0.1 (subsonic regime) and 6.5×1018

for M = 10 (supersonic regime). The resulting peak initial magnetic
energy is 𝐸mag,0 = 5 × 10−23 in the subsonic simulation set and
𝐸mag,0 = 5 × 10−19 in the supersonic simulation set, which means
that the magnetic field is initially extremely weak, such that we can
observe turbulent dynamo amplification. We note that as long as the
field is weak, the initial field strength and structure do not affect the
properties of the magnetic field generated by the dynamo (Seta &
Federrath 2020).

Apart from the distinction of the subsonic and supersonic regimes
of turbulence, which we parameterise with M = 0.1 and 10, respec-
tively, our primary focus is on the effects of the numerical resolution
𝑁 . Thus, we run simulations with 𝑁 = 72, 144, 288, 576, 1152 and
2304, for the subsonic and supersonic simulation sets. Tab. 1 lists
these simulations and the main analysis results, which we discuss in
Sections 3 and 4.

2.2 Spectral Fitting

In order to determine the dissipation scales of the turbulence, we
directly fit a functional form to the kinetic and magnetic energy
spectra, where the dissipation scales are fit parameters. We consider

the model for the kinetic spectrum as a function of wave number 𝑘 ,
defined in Kriel et al. (2022),

𝑃kin (𝑘) = 𝐴kin𝑘
𝑝kin exp

(
− 𝑘

𝑘𝜈

)
. (8)

Similarly, the functional form of the magnetic spectrum in Kriel et al.
(2022) is defined as

𝑃mag (𝑘) = 𝐴mag𝑘
𝑝mag𝐾0

(
𝑘

𝑘𝜂

)
, (9)

In these equations, 𝐴kin and 𝐴mag are amplitude coefficients, 𝑝kin
and 𝑝mag are slopes of the power-law parts of the spectra, and 𝑘𝜈 and
𝑘𝜂 are the characteristic wave numbers where the dissipation terms
dominate in 𝑃kin and 𝑃mag, respectively. The function 𝐾0 (𝑥) is the
modified Bessel function of the second kind and order 0.

Here we extend the model by Kriel et al. (2022) for 𝑃kin to include
the bottleneck effect (Falkovich 1994; Schmidt et al. 2004; Verma &
Donzis 2007). With an assumption of local energy transfer (Falkovich
1994), the bottleneck effect signifies the suppression of non-linear
interactions by dissipative modes, which decreases the efficiency of
the energy cascade around that scale, resulting in a pile-up of kinetic
energy in this range. Therefore, we define the modified functional
form of the kinetic spectrum, including the bottleneck effect, as

𝑃kin (𝑘) = 𝐴kin

[(
𝑘

𝑘bn

) 𝑝kin

+
(
𝑘

𝑘bn

) 𝑝bn ]
exp

[
−

(
𝑘

�̃�𝜈

) 𝑝𝜈 ]
. (10)

In this model, the wave number is scaled by the additional fit pa-
rameters 𝑘bn and 𝑝bn, in order to account for the different extents
and strengths of the observed bottleneck effect across different linear
grid resolutions, studied below. Finally, we generalise the exponen-
tial dissipation term with the exponent 𝑝𝜈 , in order to account for a
slower or faster exponential decay compared to Eq. (8), close to 𝑘𝜈 ,
which we observe in our numerical simulation results below.

Likewise, we modify the functional form of the magnetic spectra
by adding the exponent 𝑝𝜂 in the Bessel function to account for a
potentially slower or faster decay around 𝑘𝜂 compared to Eq. (9),
and obtain

𝑃mag (𝑘) = 𝐴mag𝑘
𝑝mag𝐾0

[(
𝑘

�̃�𝜂

) 𝑝𝜂
]
. (11)

The generalisations of the dissipation functions in the spectral
models, i.e., the additions of 𝑝𝜈 and 𝑝𝜂 as exponents in the dis-
sipation terms, thereby account for different levels of sharpness or
smoothness of the transitions from the inertial range into the dis-
sipation range. In order to obtain the characteristic wave numbers
equivalent to the results in Kriel et al. (2022), the effect of the gen-
eralisation has to be reversed. Therefore, the value of the viscous
dissipation wave number for the kinetic energy spectrum is com-
puted as

𝑘𝜈 = �̃�
1/𝑝𝜈
𝜈 , (12)

such that 𝑘𝜈 represents a value comparable to the one measured in
Kriel et al. (2022), where 𝑝𝜈 = 1. Similarly, the resulting value of the
resistive dissipation wave number for the magnetic energy spectrum
is given by

𝑘𝜂 = �̃�
1/𝑝𝜂

𝜂 . (13)

In order to fit these models to the simulation data, we first compute
time-averaged spectra from the simulations, in the kinematic regime
of the turbulent dynamo, i.e., when the turbulence is fully developed
and the magnetic energy grows exponentially. This is achieved by
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Table 1. Simulation parameters and main results.

From 𝑃kin From 𝑃mag Derived

𝑁 Γ 𝑝kin 𝑝bn 𝑝𝜈 𝑘bn �̃�𝜈 𝑝mag 𝑝𝜂 �̃�𝜂 𝑘𝜈 𝑘𝜂 Re Pm Rm

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

M = 0.1

2304 5.2±0.4 -1.7 0.32±0.01 1.0 39.9±0.4 65.0±0.2 2.71±0.01 0.83±0.01 34.4±0.6 65.0±0.2 69.8±3.0 1.4+0.2
−0.2×104 1.5+1.0

−0.5 2.1+2.0
−0.7×104

1152 3.3±0.1 -1.7 0.38±0.01 1.0 21.6±0.3 34.1±0.1 2.59±0.01 0.88±0.01 22.6±0.5 34.1±0.1 34.7±2.0 6.0+1.0
−0.8×103 1.3+1.0

−0.5 8.1+6.0
−3.0×103

576 2.1±0.2 -1.7 0.42±0.02 1.0 11.5±0.2 18.1±0.1 2.56±0.02 0.89±0.01 12.8±0.4 18.1±0.1 17.5±1.0 2.6+0.4
−0.3×103 1.2+0.9

−0.5 3.1+2.0
−1.0×103

288 1.3±0.1 -1.7 0.39±0.02 1.0 5.80±0.11 9.71±0.05 2.52±0.04 0.90±0.02 7.13±0.46 9.71±0.05 8.97±1.00 1.1+0.2
−0.1×103 1.1+0.9

−0.4 1.2+1.0
−0.4×103

144 0.9±0.1 -1.7 0.30±0.03 1.0 2.35±0.11 5.34±0.04 2.82±0.10 0.79±0.03 2.39±0.40 5.34±0.04 3.04±0.78 5.1+0.8
−0.7×102 0.41+0.4

−0.2 2.1+2.0
−0.9×102

72 0.5±0.1 -1.7 0.27±0.11 1.0 0.00±N/A 2.89±0.07 3.00±0.01 0.71±0.09 0.91±0.60 2.89±0.07 0.87±0.80 2.2+0.4
−0.3×102 0.12+0.4

−0.1 2.8+7.0
−3.0×101

M = 10

2304 0.8±0.2 -2.0 0.00±0.00 0.7 30.2±0.6 34.6±0.5 1.52±0.01 0.81±0.01 56.7±1.9 158.0±3.0 144.0±13.0 1.8+0.3
−0.3×105 1.1+0.9

−0.4 1.9+1.0
−0.7×105

1152 0.7±0.1 -2.0 0.00±0.04 0.7 17.6±0.4 18.4±0.3 1.47±0.02 0.84±0.01 36.5±1.8 64.0±2.0 71.8±9.0 4.6+0.9
−0.7×104 1.6+1.0

−0.7 7.3+6.0
−3.0×104

576 0.6±0.1 -2.0 0.00±0.04 0.7 10.5±0.3 9.89±0.24 1.43±0.03 0.86±0.02 22.9±1.7 26.4±0.9 37.8±6.6 1.2+0.2
−0.2×104 2.6+2.0

−1.0 3.2+2.0
−1.0×104

288 0.5±0.1 -2.0 0.00±0.06 0.7 6.42±0.25 5.37±0.18 1.43±0.03 0.83±0.03 12.4±1.2 11.0±0.5 20.5±4.3 3.3+0.7
−0.5×103 4.4+4.0

−2.0 1.4+1.0
−0.6×104

144 0.4±0.1 -2.0 0.00±0.02 0.7 4.01±0.23 2.95±0.14 1.52±0.05 0.75±0.03 5.23±0.70 4.68±0.33 8.98±2.30 9.0+2.0
−2.0×102 4.7+5.0

−3.0 4.2+4.0
−2.0×103

72 0.5±0.1 -2.0 0.00±0.06 0.7 2.56±0.38 1.67±0.18 2.12±0.34 0.57±0.10 0.77±0.77 2.07±0.31 0.63±1.00 2.7+0.8
−0.7×102 0.21+0.8

−0.2 6.0+20.0
−5.0 ×101

Note: All measured and derived parameters were obtained by time averaging over the kinematic (exponential growth) phase of the dynamo, from 𝑡 ≥ 4𝑡turb to
when 𝐸mag/𝐸kin ≤ 10−3, for both the subsonic (M = 0.1) and supersonic (M = 10) regimes (see §3.1.1). Columns: (1) Linear grid resolution 𝑁 for our series
of simulations. (2) The exponent of the time-rate of change Γ of 𝐸mag/𝐸kin, i.e., the dynamo growth rate (see Eq. 14). The following columns are the measured
parameters (fixed parameter values are shown without errors) from fitting Eq. (10) to 𝑃kin from our numerical simulations. (3) Power-law exponent of the scaling
range of 𝑃kin. (4) Exponent of the bottleneck effect of 𝑃kin. (5) Exponent of the dissipation term of 𝑃kin. (6) Scaling wave number of the bottleneck effect of 𝑃kin.
(7) Viscous dissipation wave number if 𝑝𝜈 = 1. The following columns are the measured parameters from fitting Eq. (11) to 𝑃mag. (8) Power-law exponent of the
scaling range of 𝑃mag. (9) Exponent of the dissipation term of 𝑃mag. (10) Resistive dissipation wave number if 𝑝𝜂 = 1. The following columns are the derived
quantities from the previous columns. (11) Viscous dissipation wave number derived from column 7 (see Eq. 12). (12) Resistive dissipation wave number derived
from column 10 (see Eq. 13). (13) Hydrodynamic Reynolds number derived from column 11 (see Eq. 15). (14) Magnetic Prandtl number derived from columns 11
and 12 (see Eq. 19). (15) Magnetic Reynolds number derived from columns 13 and 14 (see Eq. 3). The wave numbers are reported in units of 𝑘box throughout the
study (see §2.1.3). The error bars reported are two-sigma variations of the corresponding parameter.

time-averaging the power spectra from 𝑡/𝑡turb ≥ 4, to safely start
when the turbulence is fully developed (Beattie et al. 2023) in both
the subsonic and supersonic regime of turbulence. Moreover, the end
of the time-averaging window is defined such that the ratio of mag-
netic energy (𝐸mag = |B|2/8𝜋) to kinetic energy (𝐸kin = 𝜌0𝑢

2
turb/2)

is 𝐸mag/𝐸kin ≤ 10−3, in order to exclude the transition from the
kinematic into the linear and saturated regimes of the dynamo.

Additionally, due to the growth of magnetic energy in the kine-
matic regime of the dynamo, in order to be able to time-average
the magnetic energy, 𝑃mag is first normalised by its total magnetic
energy, which is the integral of 𝑃mag (𝑘) over all 𝑘 , at each time
frame. Thus, we effectively time-average the shape of 𝑃mag (𝑘) com-
pensated by the amplitude increase over time, allowing for a robust
measurement of 𝑘𝜂 .

All spectra (𝑃kin and 𝑃mag) are fitted from 𝑘 ≥ 3 to only consider
the range of fully-developed turbulence, excluding the turbulence
driving scales. The upper limit of the fit in wave-number space is
half the maximum 𝑘 for every 𝑁 , i.e., 𝑘max/2 = 𝑁/4. This is to
exclude spurious numerical effects on scales smaller than 2 grid cell
lengths.

For the kinetic spectra, 𝑝kin is chosen to be 𝑝kin = −1.7 as per Kol-
mogorov’s theory (Kolmogorov 1941, 1962; She & Leveque 1994;
Federrath et al. 2021) for our subsonic set of simulations (M = 0.1),
and 𝑝kin = −2.0 as per Burgers turbulence (Burgers 1948; Bouchaud

et al. 1995; Mac Low & Klessen 2004; Kritsuk et al. 2007; Federrath
2013; Federrath et al. 2021) for our set of supersonic simulations
(M = 10). While self-consistently fitting these exponents is possi-
ble for the highest-resolution simulation used here (𝑁 = 2304), it is
practically impossible to do so for resolutions 𝑁 ≲ 1000 (Kitsionas
et al. 2009; Federrath et al. 2010; Price & Federrath 2010; Kritsuk
et al. 2011; Federrath 2013; Federrath et al. 2021). Thus, we fix
these scaling exponents to allow for a robust determination of the
dissipation wavenumbers.

The viscous dissipation exponent 𝑝𝜈 is fixed at 1.0 and 0.7 for
the M = 0.1 and 10 simulation sets, respectively. We fix these
values to prohibit variations in this parameter for different numerical
resolutions 𝑁 , therefore preventing systematic dependencies on 𝑝𝜈 ,
while still providing excellent fits in both the subsonic and supersonic
regimes of turbulence (see Appendix A).

The dissipation wave numbers 𝑘𝜈 and 𝑘𝜂 , along with their errors,
are extracted from weighted fits of 𝑃kin and 𝑃mag, respectively, taking
into account the one-sigma time variations at each 𝑘 .

3 RESULTS

In this section, we aim to measure the effects of the magnetic energy
amplification mechanism and the dissipation effects on the time-
averaged kinetic and magnetic power spectra. We are particularly
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interested in their dependence on the linear grid resolution 𝑁 . We
always distinguish between the subsonic and supersonic regimes of
turbulence. We begin by developing a qualitative understanding of
the implications of the grid resolution by studying the morphology
of the gas density, and the kinetic and magnetic energies. We then
determine the dissipation wavenumbers from fits to the kinetic (𝑃kin)
and magnetic (𝑃mag) power spectra across different 𝑁 .

3.1 Time evolution

We start by explaining our choice of the time-averaging window of
the power spectra as described in §2.2, by analysing the time frames
corresponding to the different phases of our simulations represented
in Fig. 1. Fig. 1 shows the time evolution of the sonic Mach num-
ber (M) in the top two panels, and the ratio of magnetic to kinetic
energy (𝐸mag/𝐸kin) in the bottom panels, for a series of linear grid
resolutions (𝑁) obtained from our numerical simulations in the sub-
sonic (M = 0.1; left panels) and supersonic (M = 10; right panels)
regimes.

In the early stages of a turbulent dynamo, called the kinematic
phase, the fluid motion induces the stretching, twisting, folding, and
merging of the magnetic field lines, leading to the amplification of
the magnetic field (Brandenburg & Subramanian 2005; Schekochihin
et al. 2004a; Federrath 2016). As the magnetic field grows, it begins
to influence the fluid motion by exerting magnetic forces (Lorentz
force) on the fluid. These magnetic forces modify the turbulent mo-
tions, ultimately leading to saturation of the dynamo. During the
saturation phase, the magnetic field reaches a level where the en-
ergy gained from the turbulent motions is balanced by the energy
dissipated through various processes, such as dissipation and diffu-
sion. Therefore, the back-reaction of the magnetic fields through the
Lorentz force is significant enough to suppress further amplification
of the magnetic field.

3.1.1 Defining the time-averaging window for spectral analysis

The region of fully-developed turbulence in the time evolution plots
of the sonic Mach numbers is the region after the transition from the
initial transient rise to the state where the time-variations inM for all
our simulations lie within 10–20% of our target M, in both the sub-
sonic and supersonic regimes. For the time evolution of 𝐸mag/𝐸kin,
the region prior to fully-developed turbulence, referred to as the initial
transient phase, is signified by the irregularities in 𝐸mag/𝐸kin before
the transition to the kinematic phase of the dynamo. We observe from
the time evolution of 𝐸mag/𝐸kin that the kinematic phase starts at
𝑡 ≈ 4𝑡turb in both the subsonic and supersonic regimes (indicated by
vertical dashed lines in Fig. 1).

We emphasise that most of our simulations do not reach the sat-
uration phase of the dynamo. The transition from the kinematic to
the linear phase can only be observed in the subsonic regime for the
top three resolutions in our series of simulations. For all other mod-
els, in particular the supersonic runs, it is evident that the magnetic
field continues to grow beyond 𝑡/𝑡turb = 20 (the time at which we
choose to stop the simulations due to computational costs, and the
fact that this study focuses on the dissipation scales in the kinematic
regime of the dynamo). Hence, the region below the horizontal line
at 𝐸mag/𝐸kin = 10−3 and right of the vertical line at 𝑡/𝑡turb = 4
marks the kinematic phase of the dynamo, safely away from the ini-
tial transient phase and the saturation phase, as shown in the bottom
panels. Thus, this defines our time-averaging window for the spectral
analysis below.

3.1.2 Basic time evolution

We start by comparing the magnetic amplification in the kinematic
phase of the dynamo in the subsonic and supersonic regimes and for
different numerical grid resolutions 𝑁 . In order to do so, we fit an
exponential model to 𝐸mag/𝐸kin in the time-averaging window (see
§3.1.1), to quantify its time-rate of growth,

𝐸mag/𝐸kin = (𝐸mag/𝐸kin)0𝑒Γ (𝑡−4) , (14)

where (𝐸mag/𝐸kin)0 is the value of 𝐸mag/𝐸kin at 𝑡 = 4𝑡turb. Γ, mea-
sured in units of 𝑡−1

turb, quantifies the growth rate of 𝐸mag/𝐸kin. The
extracted Γ from the fit is listed in column 2 of Tab. 1. We observe
that the growth rate of 𝐸mag/𝐸kin increases with 𝑁 . We expect this
because higher grid resolutions better capture magnetic field ampli-
fication by vorticity, which is dominant in smaller-scale turbulent
motions of the fluid elements (Federrath et al. 2011a; Seta & Feder-
rath 2020; Achikanath Chirakkara et al. 2021). Comparing the growth
rates between the subsonic and supersonic regimes for a particular
grid resolution, we find that the magnetic field amplification is higher
for M = 0.1 than for M = 10 as in previous studies (Federrath et al.
2011a; Seta & Federrath 2020; Achikanath Chirakkara et al. 2021).

For the resolutions 2304, 1152 and 576 in subsonic simulations,
we also observe a drop in the sonic Mach numbers due to the back-
reaction on the fluid from the amplified magnetic field 𝐵 in the
region where 𝐸mag/𝐸kin ∼ 10−1. This back-reaction on the velocity
field is negligible in the kinematic phase of the dynamo, because the
corresponding magnetic field is very weak.

3.2 Kinetic and Magnetic Energy Structure

Before going into the details of the spectral fitting analysis to deter-
mine the dissipation scales 𝑘𝜈 and 𝑘𝜂 , we first look at some of the
spatial features of our simulation sets, in order to get a qualitative
sense of the effect of the numerical resolution 𝑁 . Figs. 2 and 3 show
two-dimensional projections from our simulations, of the fluid den-
sity (top panels), kinetic energy (𝐸kin; middle panels), and magnetic
energy (𝐸mag/𝐸mag,0; bottom panels), for the M = 0.1 and M = 10
simulation sets, respectively. The values on the colour bar are the
spatial average through the entire line of sight along the 𝑧-axis of
the simulation domain and at 𝑡 = 10𝑡turb, which lies in the kinematic
phase of the dynamo. The lines in 𝐸kin and 𝐸mag/𝐸mag,0 represent
the streamlines of the velocity field and magnetic field, respectively.
The panels from left to right correspond to 3 of our 6 grid resolutions,
here for 𝑁 = 72, 288, and 1152.

In the subsonic regime, the density variations are only of the order
of 1% from minimum to maximum density. In contrast to this, we see
very large (order-of-magnitude) density variations in the supersonic
simulation sets, shown in the top panels of Fig. 3, as expected from
the shock-jump condition 𝑑𝜌 ∼ M2. It is also evident how smaller-
scale variations in the density are better resolved at higher numerical
resolution.

The kinetic energy does not display a strong resolution depen-
dence, because the kinetic energy is dominated by contributions of
large-scale eddies, which implies that 𝐸kin has converged on rela-
tively larger spatial scales, which is indeed what we see in the middle
panels of Figs. 2 and 3.

In contrast to the structure of 𝐸kin, the scale of the magnetic field
lines (bottom panels) decreases with increasing resolution. This is
because magnetic amplification due to vorticity (deformations of
the magnetic field lines by local stretching, twisting and folding of
fluid elements) is driven by the turbulent eddies on relatively smaller
spatial scales. Therefore, with an increase in grid resolution, smaller-
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Figure 1. Time evolution of the sonic Mach number (M; top panels), and the ratio of magnetic to kinetic energy (𝐸mag/𝐸kin; bottom panels). The left panels
show our set of subsonic simulation models (M = 0.1) and the right panels show our set of supersonic simulation models (M = 10). After the initial transient
phase, 𝑡 ≲ 4𝑡turb, (marked by the vertical lines), the turbulence in all our simulations is fully developed and the magnetic field has entered the exponential
(kinematic) growth phase of the turbulent dynamo. 𝐸mag/𝐸kin = 10−3 (marked by the horizontal lines in the bottom panels) safely separates the kinematic phase
of the dynamo from the linear (and saturated) phase of the dynamo, for all simulations in our series of 𝑁 . Therefore, we only consider times 𝑡 ≥ 4𝑡turb and when
𝐸mag/𝐸kin ≤ 10−3 for time-averaging the power spectra (c.f., §2.2). The growth rate of 𝐸mag/𝐸kin (marked by black dashed lines overlaid in the bottom panels)
is obtained from fitting Eq. (14) in the kinematic phase of the dynamo, and is listed in column 2 of Tab. 1.

scale vortices are captured to a greater extent, causing an increase
in 𝐸mag. For the M = 10 case, regions of higher magnetic and ki-
netic fields are correlated with high-density regions. This suggests
the occurrence of magnetic energy amplification due to the process
of shock creation (rapid compression of fluid elements), which pri-
marily occurs on relatively larger scales compared to vorticity, in the
supersonic regime. However, as we shall show later, the dominant
mechanism for magnetic energy amplification in both subsonic and
supersonic regimes is due to vorticity (see Appendix B). This sug-
gests the small-scale eddies live inside the large-scale shocks created.

3.3 Kinetic and Magnetic Power Spectra

Fig. 4 shows the time-averaged kinetic power spectra (𝑃kin; top pan-
els), and magnetic power spectra (𝑃mag; bottom panels), plotted
against wave number 𝑘 , along with their error bars (time variations
from the time-averaged power for a particular 𝑘), for the series of
𝑁 , obtained from our simulations. The left panels belong to the sub-
sonic regime and the right panels belong to the supersonic regime.
Eqs. (10) and (11) are fitted to 𝑃kin and 𝑃mag (taking into account the
one-sigma time variations at each 𝑘), respectively, in the kinematic
regime of the dynamo as described in §2.2. Except for the highest
resolution (𝑁 = 2304), each power spectrum and its correspond-
ing fit are multiplied by 0.1 relative to its nearest higher resolution
case for ease of visualisation, i.e., to allow for a visual separation of

the curves. The extracted dissipation wave numbers from 𝑃kin and
𝑃mag (𝑘𝜈 and 𝑘𝜂 , respectively) are displayed as tick markers on the
wave-number axis, with colour code according to that of the power
spectra.

We see that the spectrum models given by Eqs. (10) and (11)
fit 𝑃kin and 𝑃mag well within their error bars. The fit parameters
obtained from spectral fitting are listed in Tab. 1. The parameter
errors listed in the table are the two-sigma errors. We emphasise that
we have only fitted data within the range 3 ≤ 𝑘 ≤ 𝑘max/2 for each
resolution, to safely exclude the low-𝑘 turbulence driving range, and
the slight upturn observed at high 𝑘 , which is caused by numerical
effects (note that limiting the fit to 𝑘 ≤ 𝑘max/2 means that we exclude
data on the scale of a couple of grid cells).

We now comment on the fit model parameters.

3.3.1 Kinetic power spectra (𝑃kin)

3.3.1.1 Power-law scaling exponent 𝑝kin. 𝑝kin is the power-law
exponent of the self-similar scaling range of the turbulence. We note
that measuring 𝑝kin requires very high resolution 𝑁 . For 𝑁 = 2304,
we find exponents of 𝑝kin ∼ −1.7 and 𝑝kin ∼ −2.0 for the subsonic
and supersonic regimes, respectively. However, we cannot determine
𝑝kin self-consistently for the low-resolution models. Thus, we fix
𝑝kin to the the values determined for the highest-resolution sets,
and consistent with the theoretical expectations for 𝑝kin ∼ −1.7 in
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Figure 2. Two-dimensional projections (spatial average along the entire 𝑧-axis), in the subsonic regime (M = 0.1) of fluid density (top panels), kinetic energy
(𝐸kin; middle panels), and magnetic energy (𝐸mag/𝐸mag,0; bottom panels) in the kinematic phase of the dynamo at 𝑡 = 10𝑡turb. Left to right panels correspond
to 3 of our 6 grid resolutions (𝑁 ), with the leftmost, middle, and rightmost panels showing 𝑁 = 72, 288, and 1152, respectively. (i) Top panels: The density
variations are of the order of 1% as expected for M ∼ 0.1. (ii) Middle panels: Large-scale eddies dominate the kinetic energy, and hence, 𝐸kin does not
show a significant resolution dependence. (iii) Bottom panels: Vorticity, predominant in the smallest-scale eddies, is principally responsible for the exponential
magnetic field amplification in the subsonic regime. We see that increasing 𝑁 leads to resolving smaller-scale magnetic field loops.

the subsonic regime (Kida & Murakami 1987; Sanada 1992; She &
Leveque 1994; Smith & Reynolds 1991; Federrath et al. 2021), and
𝑝kin ∼ −2.0 in the supersonic regime (Kritsuk et al. 2007; Federrath
et al. 2010; Federrath 2013; Federrath et al. 2021).

3.3.1.2 Bottleneck exponent (𝑝bn). We find that the bottleneck ef-
fect is more pronounced in the subsonic regime than in the supersonic
regime, which is reflected in the higher values of 𝑝bn for M = 0.1
compared to M = 10. Indeed, we find that 𝑝bn ∼ 0 in the supersonic
regime. In the subsonic regime, we find 𝑝bn ∼ 0.27–0.42, without a
systematic dependence on 𝑁 .

3.3.1.3 Sharpness of viscous dissipation transition (𝑝𝜈). Con-
cerning the sharpness of the transition from the power-law scaling
range into the dissipation range (modelled with 𝑝𝜈), we find that it is
somewhat softer (extending over a somewhat larger range of scales)
for M = 10 compared to M = 0.1. Therefore, we choose 𝑝𝜈 = 0.7
for M = 10, compared to 𝑝𝜈 = 1.0 for M = 0.1, which provide very
good fits of the transition, for all 𝑁 .

3.3.1.4 Bottleneck and viscous dissipation scales (𝑘bn and 𝑘𝜈).
We find that 𝑘bn and 𝑘𝜈 (determined from �̃�𝜈 via Eq. 12) increase
systematically with 𝑁 , in both the subsonic and supersonic regimes.
From Tab. 1, we see that as 𝑁 increases by a factor of 2, 𝑘bn and 𝑘𝜈
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Figure 3. Same as Fig. 2, but for the supersonic (M = 10) simulations. (i) Top panels: In contrast to the subsonic simulations, here the density variations occupy
several orders of magnitude as expected for supersonic turbulence. (ii) Middle panels: Similar to the subsonic regime, 𝐸kin does not show a significant resolution
dependence due to the dominant contribution of large-scale eddies and shocks. (iii) Bottom panels: The process of shock production due to the compression
of fluid elements, which primarily happens on considerably larger scales (length of shocks) than vorticity, is prominently occurring in the supersonic regime.
The shocks modify the structure of the magnetic field and vorticity production (primarily reducing it compared to the subsonic regime Federrath et al. 2011a).
Due to the presence of shocks, we expect 𝑃mag to be higher for small 𝑘 in M = 10 compared to M = 0.1. For the same reason, regions of high magnitude
of magnetic and kinetic fields correspond to regions of relatively higher density. The greater resolution of magnetic field scales with 𝑁 and the associated
exponential amplification implies that the turbulent dynamo still operates via stretch-twist-fold-merge and vorticity, even in the presence of shocks.

approximately double for M = 0.1, and they increase by a factor of
∼ 2.5 for M = 10. Therefore, we expect 𝑘𝜈 to vary approximately
linearly with 𝑁 , at least in the subsonic regime. However, we will
quantify this in detail below (see §4.1). We also note that 𝑘bn ≲ 20
for 𝑁 ≲ 1000, which means that the bottleneck (and the transition
into dissipation) starts on relatively large scales for low 𝑁 , reflecting
the challenges in measuring 𝑝kin for low 𝑁 . In other words, there is
practically no scaling range over which 𝑝kin can be reliably measured
if 𝑁 ≲ 1000 (Kritsuk et al. 2007; Kitsionas et al. 2009; Federrath

et al. 2010; Price & Federrath 2010; Federrath 2013; Federrath et al.
2021).

3.3.2 Magnetic power spectra (𝑃mag)

We now turn our attention to the magnetic power spectra in the
bottom panels of Fig. 4, in order to understand the properties of 𝑘𝜂 .
We find that 𝑃mag is higher for small wave numbers in the supersonic
regime compared to the subsonic regime, for all grid resolutions. This
signifies the role of shocks compressing the magnetic field, which
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Figure 4. Time-averaged kinetic power spectra (𝑃kin; top panels) and magnetic power spectra (𝑃mag; bottom panels) for the series of linear grid resolutions 𝑁

(see legend). The left panels are for M = 0.1 and the right panels are for M = 10. 𝑃kin and 𝑃mag for every 𝑁 except 𝑁 = 2304 is multiplied by a factor of 0.1
relative to the next-higher resolution. We overplot our fitted spectrum models (Eqs. 10 and 11) as thin black lines. Tab. 1 lists the fit parameters with columns 11
and 12 for the viscous dissipation wave number 𝑘𝜈 and the resistive dissipation wave number 𝑘𝜂 , respectively, shown as coloured tick markers on the 𝑘-axis, in
units of 𝑘box, corresponding to the colour code of the power spectra.

have relatively large length scales (overall size of the shocks, as
opposed to their width). However, we note that the magnetic field is
amplified also at larger 𝑘 in the supersonic regime, which implies
the existence of magnetic field amplification due to the turbulent
dynamo and the role of vorticity, taking place on smaller spatial
scales. Moreover, shocks are very thin and can compress the field to
small scales inside shocks. A more quantitative discussion of these
effects is needed in future studies comparing subsonic and supersonic
turbulence (Kriel et al. 2023), while here we focus on measuring the
dissipation scales.

3.3.2.1 Power-law scaling exponent 𝑝mag. We find
𝑝mag ∼ 2.7–3.0 for M = 0.1 and 𝑝mag ∼ 1.5–2.1 for M = 10,
with slight variations with 𝑁 . Based on Kazantsev et al. (1985),
one theoretically expects 𝑝mag = 3/2 for the turbulent dynamo.
However, due to limited resolution, we may not be able to find this
theoretical value. It is also possible that the theoretical model for
𝑝mag does not fully describe the physical system, and may not apply
equally in the subsonic and supersonic regimes. Due to these caveats,
we allowed this parameter to vary and fitted it (instead of fixing it as
for 𝑝kin). While we caution numerical-resolution effects on 𝑝mag,
we find significant differences in 𝑝mag between the subsonic and
supersonic regimes of turbulence, which may be a consequence of
the presence of shocks, leading to more magnetic power on larger
scales as compared to the subsonic regime. A dedicated study with
extremely high resolution is needed to determine the physically

converged value of 𝑝mag in the subsonic and supersonic regimes of
the turbulent dynamo.

3.3.2.2 Sharpness of resisitive dissipation transition 𝑝𝜂 . We find
relatively robust values of 𝑝𝜂 , with 𝑝𝜂 ∼ 0.6–0.9 for both the sub-
sonic and supersonic regimes, with only a weak dependence on 𝑁 .
Thus, since 𝑝𝜂 ≲ 1, the transition is somewhat smoother than for
𝑝mag = 1, but only very mildly so.

3.3.2.3 Resistive dissipation scale (𝑘𝜂). First, the resistive dissi-
pation wave number (𝑘𝜂) is determined from �̃�𝜂 via Eq. (13) as
discussed in Sec. 2.2. We find that the onset of the dissipation range
of 𝑃mag for a particular 𝑁 takes place at a larger 𝑘 in the supersonic
regime compared to the subsonic regime, with 𝑘𝜂 about twice as
large for M = 10 compared to M = 0.1. For a particular sonic Mach
number, 𝑘𝜂 approximately doubles as 𝑁 increases by a factor of 2.
Therefore, we expect 𝑘𝜂 to vary linearly with 𝑁 , as we will quantify
in detail below.

4 EFFECTIVE REYNOLDS NUMBERS (Re, Rm) IN IDEAL
MHD

Our main goal here is to determine the dissipation properties of grid-
based ideal MHD turbulence simulations as a function of the grid
resolution 𝑁 . We do so in two layers. We first determine the varia-
tions of the viscous dissipation wave number (𝑘𝜈) and the resistive
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dissipation wave number (𝑘𝜂) with 𝑁 , which are the scales at which
kinetic and magnetic energy begin to dissipate, respectively. Using
the relations established in Kriel et al. (2022), we calculate the hydro-
dynamic Reynolds number (Re) and the magnetic Reynolds number
(Rm) as a function of 𝑁 .

4.1 Dependence of dissipation wave numbers, 𝑘𝜈 and 𝑘𝜂 , on 𝑁

4.1.1 Formulation and Results

We start by developing models for 𝑘𝜈 and 𝑘𝜂 as a function of 𝑁 . As
discussed previously in §3.3, we expect 𝑘𝜈 and 𝑘𝜂 to vary linearly
with 𝑁 .

We consider the following relation between 𝑘𝜈 and Re from Kriel
et al. (2022),

𝑘𝜈 = 𝑐𝜈𝑘turbRe1/𝑝Retheo , (15)

with the coefficient 𝑐𝜈 = 0.025+0.005
−0.006 determined in Kriel et al.

(2022), and the theoretical scaling exponents 𝑝Retheo = 4/3 in the
subsonic regime (M = 0.1) (Kolmogorov 1991a; Frisch 1995; Kriel
et al. 2022) and 𝑝Retheo = 3/2 in the supersonic regime (M = 10)1.
This implies a relation between Re and 𝑁 , postulated as

Re =

(
𝑁

𝑁Re

) 𝑝Re

, (16)

where 𝑁Re is the grid resolution at which Re = 1, i.e., occurring at the
Kolmogorov micro-scale, and 𝑝Re is the power-law exponent in that
relation. Theoretically, we expect 𝑝Re = 𝑝Retheo , but we will measure
𝑝Re directly from the simulations. We note that 𝑝Re = 𝑝Retheo is
required for 𝑘𝜈 to depend linearly on 𝑁 .

The relation for 𝑘𝜈 on 𝑁 is the resulting model obtained from
plugging Eq. (16) into Eq. (15), which results in

𝑘𝜈 = 𝑐𝜈𝑘turb

(
𝑁

𝑁Re

) 𝑝Re/𝑝Retheo
. (17)

In order to determine the values of 𝑝Re and 𝑁Re, we fit Eq. (17)
to 𝑘𝜈 obtained from the simulations’ power spectra as a function of
𝑁 , with 2-sigma variations taking into account during fitting (see
column 11 in Tab. 1). The resulting plot is shown in the top panels
of Fig. 5, with the left and right panels for the subsonic and super-
sonic regimes, respectively. The fit parameter values obtained are
presented in the figure legends, with an error of N/A indicating that
the corresponding parameter was maintained fixed for the associated
fit. We discuss the behaviour of the fit parameters in §4.1.2.

A clear and robust result from these simulations is that we find that
𝑘𝜂 varies linearly with 𝑁 in both the subsonic and supersonic regimes
of turbulence. We note that the lowest-resolution cases (𝑁 = 72 and
144) are the only simulations that show some deviations from this,
which is expected, given that those models are extremely low in
resolution.

Therefore, we analyse the dependence of the resistive dissipation
wave number on grid resolution by fitting the linear relation,

𝑘𝜂 = 𝑐lin𝑁, (18)

to 𝑘𝜂 obtained from the simulations (with 2-sigma variations taken
into account; see column 12 in Tab. 1), and 𝑐lin is displayed in the
legend in the bottom panels of Fig. 5.

1 The exponent 𝑝Retheo = 3/2, since Re ∝ 𝑢(ℓ )ℓ ∝ ℓ3/2 ∝ 𝑁3/2 (see Eq. 1),
because 𝑢(ℓ ) ∝ ℓ1/2 in the supersonic regime (Federrath 2013; Federrath
et al. 2021).

In order to link this linear relation to the commonly established re-
lation for 𝑘𝜂 in the literature, we now consider the following relation
(Kriel et al. 2022):

𝑘𝜂 = 𝑐𝜂 𝑘𝜈Pm1/2, (19)

with the coefficient 𝑐𝜂 = 0.88+0.21
−0.23 measured in Kriel et al. (2022).

We propose the following model for Rm as a function of 𝑁 , in
analogy to Eq. (16), i.e., Rm is defined identically to Re, with the
only difference being the use of resistivity instead of viscosity in the
denominator (c.f., Eqs. 1 and 2),

Rm =

(
𝑁

𝑁Rm

) 𝑝Rm

. (20)

The resulting formulation for the relation between 𝑘𝜂 and 𝑁 obtained
by substituting Eqs. (20), (15) and (16) into Eq. (19), is

𝑘𝜂 = 𝑐𝜈𝑐𝜂 𝑘turb
𝑁

𝑝Re/𝑝Retheo−𝑝Re/2+𝑝Rm/2

𝑁
𝑝Re/𝑝Retheo−𝑝Re/2
Re 𝑁

𝑝Rm/2
Rm

. (21)

We fit Eq. (21) to 𝑘𝜂 , and extract 𝑝Rm and 𝑁Rm. The resulting plot is
shown in the bottom panels of Fig. 5. We discuss the characteristics
of 𝑘𝜂 as a function of 𝑁 in §4.1.2.

4.1.2 Discussion

In this section, we aim to understand the effects of linear grid res-
olution 𝑁 on the dissipation scales. Hence, we study the properties
of the dependence of the dissipation wave numbers 𝑘𝜈 and 𝑘𝜂 on
𝑁 . Before that, we reason out the reliability of the simulation results
based on their numerical resolution. Columns 13 and 14 of Tab. 1
list Re and Pm calculated from 𝑘𝜈 and 𝑘𝜂 obtained from the power
spectra (columns 11 and 12) using Eqs. (15) and (19), respectively.
The Rm (column 15) is calculated from the resulting Re and Pm
using Eq. (3). For magnetic amplification to dominate over magnetic
dissipation in the kinematic phase of the dynamo, Rm has to exceed a
critical value of Rmcrit ≃ 100, depending on the sonic Mach number
and Pm of the fluid (Schekochihin et al. 2004a,b; Haugen & Branden-
burg 2004; Brandenburg & Subramanian 2005; Schober et al. 2012;
Federrath et al. 2014; Achikanath Chirakkara et al. 2021). We find
that Rm ≳ 100 for 𝑁 ≳ 100. We also know that, generally, turbu-
lence fully develops for Re ≳ 100–1000 (Frisch 1995; Schumacher
et al. 2014), although it depends on the geometry of the system. We
find that Re < 1000 for 𝑁 = 72 and 144, for both M = 0.1 and 10,
while Re ≳ 1000 for 𝑁 ≳ 200–300. This implies that fluid motions
for the lowest two resolutions are borderline turbulent, and the inten-
sity of turbulence, characterised by Re, increases with 𝑁 . Therefore,
the two lowest-resolution runs (𝑁 = 72 and 144) are expected to
show deviations from the scaling relations that we establish in this
work. Indeed, we see in Fig. 5 that these two resolutions show some
deviations from the power-law scaling relations with 𝑁 (especially
for 𝑁 = 72), in particular for 𝑘𝜂 (bottom panels).

The dotted lines in Fig. 5 represent the basic theoretical relations
for 𝑘𝜈 and 𝑘𝜂 , i.e., the formulated models plotted with fixed param-
eters given by theory, as displayed. The dashed lines are fits of the
dissipation wave numbers with at least one (but not all) parameter
left free to vary, and the solid lines are fitted with all the parameters
left free to vary.

4.1.2.1 Viscous dissipation scale (𝑘𝜈): We start by discussing the
dependence of the viscous dissipation wave number 𝑘𝜈 on the grid
resolution 𝑁 . We note that (see Appendix D)

𝑝Re =
1 − 𝑝kin

2
. (22)
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Figure 5. Viscous dissipation wave number 𝑘𝜈 obtained from 𝑃kin (top panels; column 11 in Tab. 1), and the resistive dissipation wave number 𝑘𝜂 obtained
from 𝑃mag (bottom panels; column 12 in Tab. 1), in units of 𝑘box, against linear grid resolution 𝑁 , along with their 2-sigma variations displayed as error bars.
The left and right panels belong to the subsonic and supersonic regimes, respectively. We find that 𝑘𝜈 for M = 0.1 and 𝑘𝜂 for both subsonic and supersonic
regimes vary linearly with 𝑁 , well within the error bars, and 𝑘𝜈 for M = 10 varies slightly super-linearly with 𝑁 . We fit Eq. (18) to 𝑘𝜂 to determine the
proportionality constant in the linear relation between 𝑘𝜂 and 𝑁 (see legend in the top left corner of the bottom panels). Eqs. (17) and (21) are fitted (taking the
2-sigma variations into account) to 𝑘𝜈 and 𝑘𝜂 , respectively, to extract the corresponding parameters (shown in the legends). Various different combinations of
free and fixed fit parameters (where fixed parameters are indicated with N/A on the respective parameter error quoted in the legend) are presented with different
colours and line styles (see legends; discussed in the text).

Therefore, using theoretical values for 𝑝kin, with 𝑝kin = −5/3 from
Kolmogorov turbulence (subsonic regime), and 𝑝kin = −2 for Burg-
ers turbulence (supersonic regime), the theoretical predictions are
𝑝Re = 4/3 and 3/2 for M = 0.1 and 10, respectively.

From the fits in Fig. 5, we find that in the subsonic regime, Eq. (17)
with 𝑁Re = 1.50 and 𝑝Re = 4/3 is a reasonable model for 𝑘𝜈 as a
function of 𝑁 , with the slope of the data being slightly shallower.
A fit with 𝑁Re = 1.50 gives 𝑝Re = 1.31 ± 0.01 ≈ 𝑝Retheo (blue-
dashed line), and 𝑁Re = 1.64 ± 0.06 for a fit with 𝑝Re = 𝑝Retheo
(magenta-dashed line), quantifying the data being shallower than our
predictions. Therefore, even though the best fit (yellow-solid line)
provides 𝑁Re = 0.86 ± 0.04 and 𝑝Re = 1.21 ± 0.01, we consider the
magenta-dashed line to be our preferred fit for further analysis, as it
provides a reasonable model (with only 1 fit parameter), especially for
𝑁 ≥ 144 (as discussed above), and follows the theoretical prediction
of 𝑝Re = 𝑝Retheo = 4/3 reasonably well.

Considering the supersonic regime, we observe that 𝑘𝜈 as a func-
tion of 𝑁 is steeper than either of our theoretical predictions, i.e.,
the black-dotted line (𝑁Re = 1.0; 𝑝Re = 3/2) and the green-dotted
line (𝑁Re = 1.5; 𝑝Re = 3/2). Therefore, we find 𝑝Re > 𝑝Retheo in
the supersonic regime. This is quantified by the best-fit line with
𝑝Re = 1.91 ± 0.01 being ∼ 27% larger than 𝑝Retheo = 3/2, and
𝑁Re = 4.18 ± 1.91. This result suggests that 𝑘𝜈 in the supersonic
regime varies super-linearly with 𝑁 , with Rm = 1 occurring at a
larger number of cells (𝑁Re ∼ 4) for M = 10 than for M = 0.1
(𝑁Re ∼ 1.5).

In conclusion, while the results of the dependence of 𝑘𝜈 on 𝑁 in
the subsonic regime agree with the predicted value of 𝑝Re, 𝑝Re is

found to be ∼ 27% larger than the theoretical value (3/2) for M = 10.
We discuss this further in Appendix B.

4.1.2.2 Resistive dissipation scale (𝑘𝜂). As discussed above, we
find that 𝑘𝜂 varies linearly with 𝑁 , irrespective of M (see red dot-
dashed lines in the bottom panels of Fig. 5). From Eq. (21), we
proceed to obtain Eqs. (C9) and (C12) between 𝑝Rm and 𝑝Re forM =

0.1 and 10, respectively, which obeys the linear relation between 𝑘𝜂
and 𝑁 (see Appendix C). This implies that for 𝑝Re = 𝑝Retheo , we
must have 𝑝Rm = 𝑝Re (irrespective of M).

We note that in the bottom panels of Fig. 5, the errors in 𝑁Re and
𝑝Re do not imply that these parameters were allowed to vary in that
particular fit, but are the errors carried over from the corresponding
parameter values in the top panels. For the plots of 𝑘𝜂 vs. 𝑁 , the
dotted lines represent our theoretical predictions with 𝑁Re = 𝑁Rm =

1.50 and 𝑝Re = 𝑝Rm = 𝑝Retheo . The blue-dashed line fixes 𝑁Re
and 𝑝Re with values from the preferred fits of 𝑘𝜈 vs. 𝑁 , for the
respective M number regime. The yellow solid line fixes 𝑁Re = 1.5
and 𝑝Re = 𝑝Retheo .

Considering the linear dependence of 𝑘𝜂 on 𝑁 in the subsonic
regime, we note that the coefficient of the fit is 0.030 ± 0.001. We
find that our theoretical prediction with 𝑝Retheo = 4/3 fits the data
very well within the error bars, i.e., 2-sigma variations, and provides
a slope of 0.029 for the linear relation. From the fits shown as the
blue dashed line, we find 𝑁Re ≈ 𝑁Rm and 𝑝Rm ≈ 𝑝Re = 𝑝Retheo ,
within the error bars. From the fit shown as the yellow solid line, we
find 𝑝Rm ≈ 𝑝Re = 𝑝Retheo within the error bars. We note that the
obtained values of 𝑝Rm abide by Eq. (C9), and all the fits agree with
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Figure 6. Hydrodynamic Reynolds number Re calculated from 𝑘𝜈 (top panels; column 13 of Tab. 1), magnetic Prandtl number Pm calculated from 𝑘𝜈 and
𝑘𝜂 (bottom panels; column 14 of Tab. 1), and magnetic Reynolds number Rm calculated from Re and Pm (middle panels; column 15 of Tab. 1), against 𝑁 .
Eqs. (16), (20), and (25) are plotted with fixed parameters from Fig. 5. We find in the subsonic regime that the exponent of the power-law exponent 𝑝Re of the
Re scaling with 𝑁 follows Eq. (22), abiding by the predictions of Kolmogorov turbulence, but in the supersonic case, 𝑝Re = 1.91 which is considerably larger
than the predictions of Burgers turbulence (as discussed and reflected in Fig. 5). We observe that 𝑝Rm takes on the value of 𝑝Re as per Eq. (22), in the scaling of
Rm with 𝑁 , for both M = 0.1 and 10, within the 2-sigma variations. We note that Pm is nearly constant in the subsonic regime, and scales as ∼ 𝑁−0.58±0.10 in
the supersonic regime. We also fit a constant (i.e., Pm = constant) and obtain 1.3 ± 1.1 for M = 0.1, and 2.0 ± 1.4 for M = 10, shown as red dash-dotted lines.

the linear relation between 𝑘𝜂 and 𝑁 (Eq. 18), with 𝑁Re ≈ 𝑁Rm and
𝑝Rm ≈ 𝑝Re within the error bars.

For the supersonic regime, we find the coefficient of the linear
dependence of 𝑘𝜂 on 𝑁 to be 0.063±0.002. We find that the simplest
theoretical prediction (black dotted line) falls a factor of ∼ 2 below
the 𝑘𝜂 simulation data. By contrast, the model fits represented by the
blue dashed line and the yellow solid line follow the data very well,
and reproduce the linear relation between 𝑘𝜂 and 𝑁 . However, while
the blue dashed line is a good fit, the associated 𝑝Re = 1.91 and
𝑝Rm = 1.33 do not follow Eq. (C12), which predicts 𝑝Rm = 1.045
for 𝑝Re = 1.91. This problem is absent from the model represented
by the yellow solid line, for which 𝑝Rm ≈ 𝑝Re = 𝑝Retheo . Therefore,
we prefer this model for the dependence of 𝑘𝜂 on 𝑁 , however, noting
the caveat that the data for 𝑘𝜈 (respective top panel of Fig. 5) prefers
𝑝Re ∼ 1.9. We will discuss reasons for the steeper-than-theoretical
dependence of 𝑘𝜈 on 𝑁 below. We also note in this context that 𝑘𝜂
has a weaker dependence on Re than on Rm, i.e., 𝑘𝜂 ∝ 𝑘𝜈Pm1/2 ∝
Re1/𝑝Re−1/2Rm1/2 (Eqs. 19 and 15). Therefore, 𝑘𝜂 is not as sensitive
to 𝑝Re compared to 𝑘𝜈 , and thus, we obtain good linear relations for
𝑘𝜂 with 𝑁 even for the supersonic case, where the data in the top
right panel of Fig. 5 suggests 𝑝Re ∼ 1.9.

4.2 Dependence of Re, Rm and Pm on 𝑁

Here we determine the dependence of the hydrodynamic Reynolds
number Re and the magnetic Reynolds number Rm on the grid res-
olution 𝑁 in ideal-MHD simulations, which quantify the numerical
viscous and resistive dissipation, respectively.

Re as a function of 𝑘𝜈 , obtained by rearranging Eq. (15), is given
by

Re =

(
𝑘𝜈

𝑐𝜈𝑘turb

) 𝑝Retheo
. (23)

Similarly, the magnetic Prandtl number Pm as a function of 𝑘𝜂
and 𝑘𝜈 , obtained by rearranging Eq. (19), is given by

Pm =

(
𝑘𝜂

𝑐𝜂 𝑘𝜈

)2
. (24)

From Eqs. (23), (24), and (3), we compute the values of Re, Pm and
the corresponding Rm, along with their errors, using Monte–Carlo
error propagation. The results are listed in columns 13, 14 and 15 of
Tab. 1, respectively (see §4.1).

The resulting values of Re, Rm, and Pm are shown in Fig. 6, fol-
lowing the same basic figure organisation as in Fig. 5. We emphasise
that no further fitting has been performed in Fig. 6. However, this
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presentation of the results allows us to directly show the relations of
Re, Rm, and Pm as a function of 𝑁 (as opposed to 𝑘𝜈 and 𝑘𝜂 as a
function of 𝑁 in Fig. 5).

4.2.0.1 Hydrodynamic Reynolds number (Re). We start by con-
sidering Re as a function of 𝑁 . This is shown in the top panels of
Fig. 6, with the left and right panels belonging to M = 0.1 and 10,
respectively. The fits shown in the plot of Re as a function of 𝑁 follow
Eq. (16) with fixed parameters taken from 𝑘𝜈 vs. 𝑁 . Therefore, the
errors of the parameters shown in the legend do not imply that the
parameters are left to vary unlike in §4.1, but they simply display the
errors obtained from the fits in Fig. 5. With this in mind, we observe
that the parameters obtained for the dependence of 𝑘𝜈 on 𝑁 fit that
of Re, within the error bars. Therefore, in the subsonic case, the ex-
ponent of Eq. (16) (𝑝Re) follows the prediction of Eq. (22), whereas
in the supersonic case, 𝑝Re is 27% higher than the expectation from
Burgers turbulence.

4.2.0.2 Magnetic Prandtl number (Pm). To study any potential
(albeit weak) variation of Pm with 𝑁 , we define

Pm = Pm0 𝑁
𝑝Pm , (25)

where Pm0 = Pm when 𝑁 = 1. From Eqs. (16) and (20), we obtain

𝑝Pm = 𝑝Rm − 𝑝Re, (26)

Pm0 = 𝑁
𝑝Re
Re /𝑁 𝑝Rm

Rm . (27)

With no further fitting done, we calculate 𝑝Pm and Pm0, and their
corresponding errors. We consider 𝑁Re and 𝑝Re from the magenta
and yellow lines of the top panels, and 𝑁Rm and 𝑝Rm from the bottom
panels of Fig. 6 for this process, to produce the blue and yellow lines
of Pm, respectively, shown in the middle panels of Fig. 6. We note
that from Eq. (26), if 𝑝Re = 𝑝Rm, it automatically follows that Pm
is independent of 𝑁 . This is depicted by the black dotted lines for
both M = 0.1 and 10, where we also picked 𝑁Re = 𝑁Rm = 1.50,
resulting in Pm = 1. We note that Pm is nearly constant ∼ 1 for
the subsonic regime and scales with 𝑁−0.58±0.10 in the supersonic
regime, considering the blue-dashed line.

Having explored the weak dependence of Pm on 𝑁 , we note that
overall, Pm is largely consistent with a constant value in the subsonic
and supersonic regimes, within the 2-sigma variations. Therefore,
we also fit a constant (i.e., Pm = constant) and obtain 1.3 ± 1.1
for M = 0.1, and 2.0 ± 1.4 for M = 10. These are shown as red
dash-dotted lines in Fig. 6.

4.2.0.3 Magnetic Reynolds number (Rm). The bottom panels of
Fig. 6 show Rm based on Eq. (20) with parameters 𝑁Rm and 𝑝Rm
taken from 𝑘𝜂 vs. 𝑁 . In the subsonic regime, we note that all models
fit the data of Rm within the error bars. Therefore, we observe that
the scaling of Rm with 𝑁 is with an exponent 𝑝Rm = 𝑝Retheo . For the
supersonic regime, we note that the blue dashed line (𝑝Rm = 1.33)
best fits the obtained data points, as the black dotted and yellow solid
lines are slightly steeper.

4.2.0.4 Summary. We determined the dependence of the Reynolds
numbers (Re and Rm), and the magnetic Prandtl number (Pm), on
the linear grid resolution (𝑁), for simulations with purely numerical
viscosity and resistivity. We note that different MHD solvers may
use different approximations and methods for computing solutions
to the MHD equations. Therefore, the extracted micro-scales (𝑁Re
and 𝑁Rm) may differ somewhat (we expect variations by factor ≲ 2
in state-of-the-art schemes) with different grid-based solvers. How-
ever, the dependence on 𝑁 will be very similar for different solvers

and codes, as the 𝑁-dependent numerical dissipation is a universal
property of any grid-based MHD scheme.

5 COMPARISON TO SIMULATION DATA IN THE
LITERATURE

In order to better understand the significance of the present findings
and how they relate to other works, we start by comparing our results
to recent simulations in Grete et al. (2023). Grete et al. (2023) find
relations between the numerical viscosity 𝜈 and resistivity 𝜂, and
the grid spacing Δ𝑥 , i.e., 𝜈 ∝ Δ1.22

𝑥 and 𝜂 ∝ Δ1.34
𝑥 , obtained from

ILES simulations in the subsonic regime, similar to our M = 0.1
simulations (see their figure 5). With 𝑢turb and ℓturb fixed in an MHD
simulation, we can rewrite these relations, using Eqs. (1) and (2), as:

𝜈 ∝ Δ
𝑝Re
𝑥 ∝ 𝑁−𝑝Re ∝ Re−1, (28)

𝜂 ∝ Δ
𝑝Rm
𝑥 ∝ 𝑁−𝑝Rm ∝ Rm−1, (29)

as 𝑁 = 𝐿box/Δ𝑥 , where 𝐿box is the side length of the box (computa-
tional domain).

Thus, Grete et al. (2023) found 𝑝Re = 1.22 and 𝑝Rm = 1.34, which
is in agreement with 𝑝Re ∈ [1.20, 1.33] and 𝑝Rm ∈ [1.30, 1.44] ob-
tained from all of the fits tested on our simulations (see Fig. 6) in
the subsonic regime. In order to find the parameters 𝑁Re and 𝑁Rm
for Grete et al. (2023)’s data, we fit Re and Rm to Grete et al.
(2023)’s simulations, as a function of 𝑁 , using Eqs. (16) and (20),
respectively. We plot the resulting model as the indigo-dashed line in
Fig. 7, alongside Grete et al. (2023)’s data, and our data and best fit
model (c.f., Fig. 6; fit parameters are displayed in the legends in the
bottom-right corner of Fig. 7). We see that the 𝑁Re ∈ [0.80, 1.70]
and 𝑁Rm ∈ [1.50, 2.50] obtained from our simulations are larger
than 𝑁Re = 0.63 ± 0.01 and 𝑁Rm = 0.92 ± 0.02, obtained from the
fits to Grete et al. (2023)’s data, by about a factor of 2. This dif-
ference in 𝑁Re and 𝑁Rm between our simulations and Grete et al.’s
simulations is a result of the MHD solver and code used in Grete
et al. (2023) compared to the numerical methods used here. While
Grete et al. (2023) use a predictor-corrector, van Leer-type integrator,
with the HLLD Riemann solver, and constrained transport, we use a
modified version of the FLASH code utilising a 5-wave, approximate
Riemann solver with divergence cleaning (see §2.1). This suggests
that the numerical MHD scheme used in Grete et al. (2023) is some-
what less dissipative than the numerical scheme used here. However,
we emphasise that this factor of ∼ 2 difference is relatively small,
compared to the dependence of Re and Rm on the grid resolution 𝑁 ,
for which our simulations agree with those by Grete et al. (2023).

In order to understand the importance of reliable estimates of
the numerical Reynolds numbers, we show the Re, Pm and Rm
values that were set as target values (by explicitly setting 𝜈 and
𝜂 in Eqs. 5 and 6) in DNS simulations of various studies in the
literature. These data are also shown in Fig. 7, with abbreviations
of the literature sources in the top-left legend of the top panels for
M = 0.1 and 10. These literature sources, in the order displayed
(increasing order of publication year) for M = 0.1 are SCT+(04):
(Schekochihin et al. 2004b), HB(04): (Haugen & Brandenburg 2004),
HBD(04): (Haugen et al. 2004a), HBM(04): (Haugen et al. 2004b),
MB(06): (Mee & Brandenburg 2006), SIC+(07): (Schekochihin et al.
2007), FCS+(11): (Federrath et al. 2011a), BR(19): (Brandenburg
& Rempel 2019), AFT+(21): (Achikanath Chirakkara et al. 2021),
SF(21): (Seta & Federrath 2021), KBS+(22): (Kriel et al. 2022),
GKW+(22): (Galishnikova et al. 2022), and BFK+(23): (Beattie et al.
2023). Similarly, for M = 10, the works included are FCS+(11):
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Figure 7. Hydrodynamic Reynolds number (Re, top panels), magnetic Prandtl number (Pm, middle panels), and magnetic Reynolds number (Rm, bottom panels)
set for a particular grid resolution 𝑁 in published DNS simulation studies (see legends in the top-left corner in the top panels), plotted alongside the numerical
Re, Pm, and Rm models determined in the present work (corresponding parameters shown in legends the bottom-right corner in each panel), for the subsonic
regime (left panels) and the supersonic regime (right panels). Data points from the literature in the order displayed in the legend are – for the subsonic regime:
SCT+(04): (Schekochihin et al. 2004b), HB(04): (Haugen & Brandenburg 2004), HBD(04): (Haugen et al. 2004a), HBM(04): (Haugen et al. 2004b), MB(06):
(Mee & Brandenburg 2006), SIC+(07): (Schekochihin et al. 2007), FCS+(11): (Federrath et al. 2011a), BR(19): (Brandenburg & Rempel 2019), AFT+(21):
(Achikanath Chirakkara et al. 2021), SF(11): (Seta & Federrath 2021), KBS+(22): (Kriel et al. 2022), GKW+(22): (Galishnikova et al. 2022), and BFK+(23):
(Beattie et al. 2023); and for the supersonic regime: FCS+(11): (Federrath et al. 2011a), FSB+(14): (Federrath et al. 2014), and SF(11): (Seta & Federrath 2021).
For the subsonic regime we also show Re, Pm, and Rm obtained from ILES simulations in Grete et al. (2023) (GOB(23)) as indigo-filled circles, and their
respective fit relations are shown as indigo dashed lines, for comparison with the respective ILES results obtained in the present study (black open circles and
black solid lines) – see legends in the bottom-right corners of the left-hand panels.

(Federrath et al. 2011a), FSB+(14): (Federrath et al. 2014), and
SF(21): (Seta & Federrath 2021).

As a general rule, in order to keep the numerical dissipation effects
minimal, the explicit dissipation terms have to be chosen such that
they exceed the numerical viscosity and resistivity, e.g., the target
explicit Reynolds numbers for a particular 𝑁 must be set to a value
smaller than the corresponding numerical value of Re and Rm deter-
mined by ILES in this and Grete et al.’s work. This ensures that the
target Re and Rm is actually resolved for a given 𝑁 . On the contrary,
if 𝑁 is too small for a set target Re and Rm, then the actual Re and
Rm will be limited by numerical dissipation as quantified in the ILES
relations derived in Figs. 6 and 7. We see that most of the target Re
and Rm set in DNS simulations in the literature are close to their
maximum achievable values, i.e., the numerical Re and Rm for a
particular 𝑁 . However, some published simulations set target Re and
Rm values below the numerical ones, while other simulations have
targets exceeding the numerical values of Re and Rm for a given 𝑁 .
The former have dissipation and Re and Rm well resolved, while the

latter may effectively have lower Re and Rm than their target values
set in the simulations.

Therefore, the present study provides relations between the nu-
merical Re and Rm as a function of 𝑁 , which may provide users
with an estimate of the grid resolution required to achieve target ex-
plicit Reynolds numbers. While we have seen that the exact value
of 𝑁Re and 𝑁Rm depends somewhat on the details of the numerical
solvers and MHD schemes used in a particular code (c.f., the ILES
simulations in this work compared to the work by Grete et al. 2023:
solid vs. dashed lines in Fig. 7), the numerical dissipation primarily
depends on the grid resolution 𝑁 , and we do not expect other grid-
based codes to show substantially different scaling exponents (𝑝Re
and 𝑝Rm) or normalisation constants (𝑁Re and 𝑁Rm).

6 SUMMARY AND CONCLUSIONS

We determined the effective hydrodynamic Reynolds number (Re),
the magnetic Prandlt number (Pm), and the magnetic Reynolds num-
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ber (Rm) as a function of linear grid resolution (𝑁), from MHD
simulations with purely numerical viscosity and resistivity, i.e., in
Implicit Large Eddy Simulations (ILES). To do so, we studied the
kinetic and magnetic power spectra in the kinematic phase of the tur-
bulent dynamo. Throughout the study, we distinguish the subsonic
(M = 0.1) and the supersonic (M = 10) regime of turbulence. We
summarise our results as follows:

• Through the time evolution of the magnetic-to-kinetic energy
ratio (𝐸mag/𝐸kin) in the kinematic phase of the dynamo (see Fig. 1),
we show that the rate of growth of the magnetic field increases
with the linear grid resolution 𝑁 (c.f., column 2 of Tab. 1). The
qualitative differences in the magnetic field morphology between the
subsonic and supersonic regimes in Figs. 2 and 3 demonstrate that
smaller-scale magnetic field structures are increasingly resolved with
improved grid resolution. This implies that the amplification of the
magnetic field increases with increasing 𝑁 .

• In order to quantify the above qualitative findings, we perform
spectral (Fourier) analysis on the time-averaged kinetic (𝑃kin) and
magnetic (𝑃mag) power spectra (see Fig. 4) obtained from our sim-
ulations. To determine the viscous (𝑘𝜈) and resistive (𝑘𝜂) dissipa-
tion wave numbers, we fit model spectra to the simulations (see
Eqs. 10 and 11). The extracted 𝑘𝜈 and 𝑘𝜂 from 𝑃kin and 𝑃mag (see
columns 11 and 12 of Tab. 1) quantify our previous findings, i.e., the
dissipation scales and the associated Reynolds numbers depend on
the grid resolution 𝑁 .

• In order to quantify the 𝑁-dependence of the dissipation wave
numbers and the associated Reynolds numbers, we fit 𝑘𝜈 and 𝑘𝜂
as functions of 𝑁 (see Fig. 5) with the formulations proposed from
the theory of turbulence (Kolmogorov and Burgers turbulence for the
subsonic and supersonic regimes, respectively; see Eqs. (17) and (21),
and Appendix D), and translate that information to Fig. 6 to show
Re, Pm, and Rm as functions of 𝑁 .

• While the results of 𝑘𝜈 and Re as functions of𝑁 are in agreement
with the predictions of Kolmogorov turbulence (𝑝Re = 4/3) in the
subsonic regime, the measured 𝑝Re = 1.91± 0.01 for the supersonic
regime exceeds the expectation of Burgers turbulence (𝑝Re = 3/2)
by ∼ 27%. Overall, we find that Re = (𝑁/𝑁Re)𝑝Re , with 𝑝Re ∈
[1.2, 1.4] and 𝑁Re ∈ [0.8, 1.7] in the subsonic regime, and with
𝑝Re ∈ [1.5, 2.0] and 𝑁Re ∈ [0.8, 4.4] in the supersonic regime. The
ranges here (and in the following) are obtained by considering the
minimum and maximum of the 1-sigma range over all the plausible
models.

• We further find that 𝑘𝜂 is a linear function of 𝑁 with the coeffi-
cients being 0.030±0.001 in the subsonic regime and 0.063±0.002 in
supersonic regime. Related to this, we find that Rm = (𝑁/𝑁Rm)𝑝Rm ,
with 𝑝Rm ∈ [1.3, 1.5] and 𝑁Rm ∈ [1.1, 2.3] in the subsonic regime,
and with 𝑝Rm ∈ [1.2, 1.6] and 𝑁Rm ∈ [0.1, 0.7] in the supersonic
regime.

• Formally, we find a weak dependence of Pm on 𝑁 . However, our
data is also consistent with constant values of 1.3± 1.1 for M = 0.1,
and 2.0 ± 1.4 for M = 10.

• In order to put these results into a broader context, we compare
them to figure 5 in Grete et al. (2023), restricted to the subsonic
regime (Grete et al. 2023 only investigated subsonic turbulence). We
find that while 𝑁Re and 𝑁Rm obtained from our simulations are larger
than the ones obtained from our fits to Grete et al.’s data by a factor
of ∼ 2, which is due to the differences in the MHD solver and code
used in both works, the dependence of Re and Rm on 𝑁 , i.e., 𝑝Re
and 𝑝Rm, agrees well in both data sets.

• We show the target explicit Re, Pm, and Rm from simulations
with explicit viscosity and resistivity (i.e., in Direct Numerical Sim-

ulations, DNS) from various works in the literature together with the
ILES data from this work and from Grete et al. (2023), and together
with the respective model functions of 𝑁 in Fig. 7. This comparison
and our relations can be used to estimate the effective Re, Rm and
Pm for a given 𝑁 , and to check whether a particular target Reynolds
number can be achieved at a given 𝑁 .

We conclude that for numerical simulations of turbulence to con-
verge to the intended physical conditions, the explicit (target, DNS)
Reynolds numbers (Re, and for magnetised flows, also Rm) must
be set such that they are below the corresponding numerical (ILES)
Reynolds numbers (obtained from the present work and Grete et al.
2023) in Fig. 6 for a chosen numerical grid resolution 𝑁 .
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APPENDIX A: COMPENSATED KINETIC SPECTRA

Fig. A1 shows the time-averaged kinetic power spectra, compensated
by 𝑘−2, to visualise the quality of the fit using Eq. (10) to 𝑃kin. We
see that Eq. (10) is an excellent model for 𝑃kin, despite fixing the
values of 𝑝kin and 𝑝𝜈 (see Tab. 1).

APPENDIX B: DECOMPOSED KINETIC SPECTRA IN
THE SUPERSONIC REGIME

In the main part of the study, we found that 𝑘𝜈 in the supersonic
regime has a stronger scaling on 𝑁 than predicted by Burgers turbu-
lence, i.e., we found 𝑝Re = 1.9 instead of 𝑝Re = 3/2. To elucidate this
finding, we perform a Helmholtz decomposition and study the scal-
ing of 𝑘𝜈 obtained from the longitudinal and transverse components
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Figure A1. Same as the top panels of Fig. 4, but here the kinetic power spectra (𝑃kin) are compensated by 𝑘−2 to demonstrate the quality of the fit, including
power-law section, Bottleneck, and dissipation range.
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Figure B1. Same as the top right panels of Fig. 4 and Fig. 5, but here for the longitudinal (top panels; 𝑃kin∥ ) and transverse (bottom panels; 𝑃kin⊥ ) components
of the kinetic spectra (left panels) in the supersonic regime, along with their respective derived viscous dissipation wave numbers (right panels; see column 7 of
Tab. B1 for 𝑘𝜈∥ and 𝑘𝜈⊥ ). The methodology of the fitting is the same as discussed in §2.2 and §4.1.
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Table B1. Kinetic parameters as in Tab. 1, but here for the decomposition of the kinetic power spectrum into its longitudinal (𝑃kin∥ ) and transverse (𝑃kin⊥ )
components.

M = 10

𝑁 𝑝kin 𝑝bn 𝑝𝜈 𝑘bn �̃�𝜈 𝑘𝜈 Re

(1) (2) (3) (4) (5) (6) (7) (8)

From 𝑃kin∥ Derived

2304 -2.0 0.0 ± 0.0 1.0 93.4 ± 1.2 127.0 ± 2.2 127.0 ± 2.2 1.3+0.3
−0.2 × 105

1152 -2.0 0.0 ± 0.2 1.0 48.2 ± 0.9 65.1 ± 1.6 65.1 ± 1.6 4.7+1.0
−0.9 × 104

576 -2.0 0.0 ± 0.2 1.0 25.1 ± 0.6 33.5 ± 1.2 33.5 ± 1.2 1.7+0.4
−0.4 × 104

288 -2.0 0.0 ± 0.1 1.0 13.6 ± 0.4 17.4 ± 0.8 17.4 ± 0.8 6.5+2.0
−1.0 × 103

144 -2.0 0.0 ± 0.3 1.0 7.51 ± 0.41 9.05 ± 0.70 9.05 ± 0.70 2.4+0.7
−0.6 × 103

72 -2.0 0.0 ± 0.2 1.0 4.24 ± 0.45 4.81 ± 0.57 4.81 ± 0.57 9.4+3.0
−3.0 × 102

From 𝑃kin⊥ Derived

2304 -2.0 0.0 ± 0.0 0.7 24.8 ± 0.4 31.7 ± 0.3 139.0 ± 2.1 1.5+0.3
−0.3 × 105

1152 -2.0 0.0 ± 0.0 0.7 14.8 ± 0.3 16.9 ± 0.2 56.6 ± 1.1 3.8+0.8
−0.7 × 104

576 -2.0 0.0 ± 0.1 0.7 9.19 ± 0.27 9.12 ± 0.18 23.5 ± 0.7 1.0+0.2
−0.2 × 104

288 -2.0 0.0 ± 0.0 0.7 5.74 ± 0.24 4.98 ± 0.15 9.91 ± 0.42 2.8+0.7
−0.6 × 103

144 -2.0 0.0 ± 0.1 0.7 3.74 ± 0.22 2.77 ± 0.12 4.29 ± 0.26 8.0+2.0
−2.0 × 102

72 -2.0 0.0 ± 0.2 0.7 2.50 ± 0.42 1.60 ± 0.18 1.96 ± 0.31 2.4+1.0
−0.9 × 102

of the kinetic power spectrum with 𝑁 , separately. The methodology
applied is otherwise the same as discussed in §2.2 and §4.1. The fit
parameters from fitting the decomposed power spectra are listed in
Tab. B1.

Fig. B1 shows the longitudinal (transverse) kinetic power spectrum
𝑃kin∥ (𝑃kin⊥ ) and its viscous dissipation wave number 𝑘𝜈∥ (𝑘𝜈⊥ )
along with their fits for our series of simulations in the top (bottom)
panels.

We start by noting some of the theoretical expectations for the
longitudinal (𝑃kin∥ ) and transverse (𝑃kin⊥ ) components of 𝑃kin. We
emphasise that the transverse component is related to vorticity (∇×u),
which is dominant on small scales, while the longitudinal component
relates to compression in shocks, which are correlated on relatively
larger scales.

We now discuss the resulting 𝑘𝜈 vs. 𝑁 plots for the decomposed
spectra (right panels of Fig. B1). Interestingly, for the longitudinal
component (𝑘𝜈∥ ), we find that 𝑝Re ∼ 3/2, as theoretically expected
for Burgers turbulence (c.f., Eq. 22 and §4.1.2). For the transverse
component, we find practically the same results as in the main text,
where we do not do the Helmholtz decomposition, i.e., where we only
consider the total kinetic power. This easy to understand, because
most of the kinetic power is in the transverse component even for
supersonic turbulence (see e.g., fig. 14, bottom left panel, in Federrath
et al. 2010).

A possible explanation for the unexpected value of 𝑝Re obtained
from 𝑘𝜈⊥ is that, in the supersonic regime, the rotating fluid compo-
nents (that exist on small spatial scales) are encompassed within the
shocks caused due to compression (occurring at larger spatial scales).
Therefore, the geometry and isotropic nature of the vorticity elements
get distorted due to the stretching and compression. Therefore, the
behaviour of 𝑝Re may differ even within a spatial scale.

We note that even though the transverse component of the kinetic

spectra is primarily guided by the vorticity of fluid elements, it is not
entirely incompressible, as there still exists a continuous exchange of
energy between the transverse and longitudinal components, which
influences the nature of 𝑃kin⊥ . Therefore, it is to be wondered what
the ratio of contribution of ‘purely’ transverse and longitudinal com-
ponents are to the nature of both 𝑃kin and 𝑃mag.

Therefore, we conclude by saying that our study, while mainly
focusing on the dissipation range of the spectra, has introduced ques-
tions about the behaviour of the longitudinal and transverse compo-
nents of energies and the resulting parameters, which requires further
research.

APPENDIX C: RELATION BETWEEN 𝑝Re AND 𝑝Rm

Here we derive the relation between 𝑝Re and 𝑝Rm. Plugging Eq. (15)
with 𝑝Re = 𝑝Retheo , and Eq. (3) into Eq. (19), and using Eqs. (16)
and (20), we find

𝑘𝜂 ∝ 𝑘𝜈Pm1/2, (C1)

∝ Re1/𝑝Retheo

(
Rm
Re

)1/2
, (C2)

∝ Re
2−𝑝Retheo
2𝑝Retheo Rm1/2, (C3)

∝
(
𝑁

𝑁Re

) 𝑝Re
2−𝑝Retheo
2𝑝Retheo

(
𝑁

𝑁Rm

) 𝑝Rm
2
, (C4)

∝
𝑁

(
2−𝑝Retheo
2𝑝Retheo

)
𝑝Re+

𝑝Rm
2

𝑁

(
2−𝑝Retheo
2𝑝Retheo

)
𝑝Re

Re + 𝑁
𝑝Rm

2
Rm

. (C5)
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As 𝑘𝜂 varies linearly with 𝑁 (see §4.1.2), the exponent of 𝑁 in
Eq. (C5) is unity. Therefore,( 2 − 𝑝Retheo

2𝑝Retheo

)
𝑝Re +

𝑝Rm
2

= 1. (C6)

For M = 0.1, given 𝑝Retheo = 4
3 , we find(

2 − 4
3

2 ∗ 4
3

)
𝑝Re +

𝑝Rm
2

= 1, (C7)

𝑝Re
4

+ 𝑝Rm
2

= 1, (C8)

=⇒ 𝑝Rm =
4 − 𝑝Re

2
. (C9)

Similarly, for M = 10, with 𝑝Retheo = 3
2 , we have(

2 − 3
2

2 ∗ 3
2

)
𝑝Re +

𝑝Rm
2

= 1, (C10)

𝑝Re
6

+ 𝑝Rm
2

= 1, (C11)

=⇒ 𝑝Rm =
6 − 𝑝Re

3
. (C12)

Therefore, we establish Eqs. (C9) and (C12) as the relation between
𝑝Re and 𝑝Rm in the subsonic and supersonic regimes, respectively.

APPENDIX D: RELATION BETWEEN 𝑝Re AND 𝑝kin

Here we derive the relation between 𝑝Re and 𝑝kin. We note that

𝑃kin (𝑘) ∝
𝑢2
𝑘

𝑘
, (D1)

where 𝑢𝑘 is the velocity of the fluid element at wave number 𝑘 . As
𝑃kin (𝑘) ∝ 𝑘 𝑝kin (see Eq. 10), we can write

𝑢2
𝑘
∝ 𝑘 𝑝kin+1. (D2)

In terms of the length scale (ℓ), this is equivalent to

𝑢ℓ ∝ ℓ−(𝑝kin+1)/2. (D3)

Now,

Re =
ℓ𝑢ℓ

𝜈
∝ ℓ (1−𝑝kin )/2, (D4)

because 𝜈 = const.
We further have 𝑁 = ℓ

ℓ𝜈
, where ℓ𝜈 = 2𝜋

𝑘𝜈
, is the length scale at

which viscous dissipation takes over in the kinetic spectrum 𝑃kin.
Therefore, from Eq. (16), we find

Re ∝
(
ℓ

ℓ𝜈

) 𝑝Re

∝ ℓ𝑝Re . (D5)

Thus, from Eqs. (D4) and (D5), we find

𝑝Re =
1 − 𝑝kin

2
. (D6)

This paper has been typeset from a TEX/LATEX file prepared by the author.
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